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Zusammenfassung

Deep-Learning-Techniken (DL) kénnen moderne Software-Engineering-Prozesse (SE)
verdndern, um datengesteuerte, selbstlernende und intelligente Softwaresysteme zu
entwickeln. Techniken des Graphenreprédsentationslernens (GRL) helfen bei der Er-
stellung graphenbasierter Darstellungen von Daten (Code) fiir die automatische Merk-
malsextraktion. Ziel dieser Studie ist es, eine systematische Literaturiibersicht zum
Thema "GRL fiir SE" zu erstellen, die der tiblichen empirischen SE-Forschungsmethodik
folgt. Die Studie bietet Einblicke in die Arten von Softwarecode, deren grafische Représen-
tationen, DL-Modelle, Vorteile und Herausforderungen bei der Anwendung von GRL
fiir verschiedene SE-Aufgaben. Dariiber hinaus identifiziert diese Studie Arten von
Datensétzen, Sprachen und Bewertungsmetriken, die in Experimenten verwendet wer-

den, und stellt potenzielle Anwendungsfille fiir zukiinftige Arbeiten vor.

Abstract

Deep learning (DL) techniques can transform modern software engineering (SE) pro-
cesses to make data-driven, self-learning, and intelligent software systems. Graph rep-
resentation learning (GRL) techniques help to create graph-based representations of
data (code) for automated feature extraction. This study aims to conduct a systematic
literature review on the topic "GRL for SE", following standard empirical SE research
methodology. This study provides insights about types of software code, their graph-
ical representations, DL models, benefits, and challenges of adopting GRL for various
SE tasks. Additionally, this study identifies types of datasets, languages and evaluation

metrics used in experiments and presents potential future work use cases.
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Chapter 1

Introduction

1.1 Motivation

Modern engineering systems are increasingly adopting deep learning (DL) techniques,
with the geometry of the underlying data becoming increasingly important in the DL
field. Geometric deep learning (GDL) is a heavily-researched area with data represen-
tations which go beyond Euclidean space [1]. The basic premise is that elements of any
system are connected in a network structure. This premise helps to approach prob-
lems, which are sub-optimally solved using traditional approaches [2]. For instance,
the GDL has contributed to understanding structure-based protein unfolding [3], us-
ing the graph neural networks (GNN) in unprecedented fast drug discovery for SARS-
CoV-2 (Covid-19) disease [4].

Adoption of DL techniques in SE is leading a paradigm shift toward intelligent software
systems. This approach handles fuzzy information, coding conventions, and grammar
of languages without relying on manual heuristics as involved in traditional analysis
[5]. Code repositories contain a large amount of software artifacts data (code), which
can help machines learn automatically to reason about the code [6]. DL offers transfor-
mation methods for SE due to reasons including (i) scale of analyzable software data,
(ii) automated feature engineering, (iii) transfer learning capabilities of DL to SE use
cases, and (iv) robustness and scalability. These factors indicate a high potential for DL

to improve the traditional SE process [7].
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However, how can various SE tasks leverage GDL effectively, remains still not ade-
quately addressed. In the interplay between DL and SE fields, this study focuses on
the theme "deep learning for software engineering" (DL4SE): the use of deep learning
techniques across various SE use cases. This study attempts to answer the question: is
it possible to treat software as "data" for deep neural networks? Based on the insights
from this literature survey, we posit the answer as a confident "yes". In other words, we
present neural software analysis as an approach to treat program analysis to learn to

reason about software code [5].

1.2 Problem Description

The advent of deep learningled to a paradigm shift from user-defined, heuristics-based
feature extraction to automatic feature learning [8]. The set of techniques to imple-
ment automated feature learning based on the underlying code treated as graphs is
known as graph representation learning (GRL). Software code analysis has been ini-
tially approached using manual, heuristics-based methods and later by using natural
language processing (NLP) techniques representing code as a sequence of text tokens
[6], or as parse trees [9]. Code can be represented as a graph with nodes as elements of
the program while edges illustrate relationships among them [10]. Graph representa-
tion can help capture syntactic and semantic attributes, which could also reduce large
training cycles [10], and capture the dependency structure of the flow in a program
[11]. Deep learning frameworks can learn to reason on code with graph representation
as input for various downstream SE tasks, such as code classification, summarization,
vulnerability detection, and duplicate detection [11]. Automated programming sys-
tems offer services from simple use cases such as syntax and code style checking to
advanced complex use cases such as proposing names of variables, methods, and even

code generation [12].

1.3 Aim of the Thesis

This thesis aims to identify, collect, and analyze the code represented as graph-based
formats and their corresponding applications in the SE domain using DL techniques
[13]. We follow the empirical systematic literature review (SLR) methodology to con-
duct this study.



1.4. RESEARCH QUESTIONS 3

1.4 Research Questions

1. Which types of graph-based representations of code are used in empirical re-
search?

2. Which SE tasks leverage graph representation learning?
Rationale:

¢ To determine applications of GRL in SE

3. Which types of learning types, models and techniques of GRL are widely used?
Rationale:
* To identify the role of GRL, benefits and implications

¢ To determine non-GRL or traditional methods being outperformed

4. Which datasets, languages, and evaluation metrics do experiments use?
Rationale:

¢ To summarize available datasets, programming languages, and evaluation

metrics used in GRLA4SE applications

1.5 Contributions

DL techniques have proven to be effective in a variety of applications. Since a wide
range of data representations, architectures, models, and techniques are available, se-
lecting the most appropriate configuration for any specific SE task remains a challenge
[14]. For instance, for the SE task program classification, what is the suitable graph-

based representation, model, technique, and evaluation metric?

This thesis work helps the research community by offering a comprehensive overview
of the graph-based deep learning approaches for SE. As per the best of the authors’
knowledge, existing surveys are limited to the topic of DL for SE or similar domains
but are not focused on graph-based DL. This work is the first to conduct a systematic
literature review (SLR) on GRL for SE. Specifically, our work provides information en-
abling the reader with underlying theoretical concepts and practical implementation

techniques to apply GRL to various SE tasks.
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1.6 Structure of the thesis

Chapter 2 provides supporting material to enable the reader to understand the funda-

mental concepts and terminologies.

Chapter 3 provides existing research literature and empirical studies, which try to an-

swer the research questions in related settings.

Chapter 4 gives insights into the research approach, specifically for conducting the sys-

tematic literature review.

Chapter 5 provides a detailed analysis of various studies attempting to find answers to

proposed research questions.

Chapter 6 discusses the overall concluding remarks, limitations and threats to validity.

This chapter also provides potential future work possibilities.



Chapter 2

Background and Fundamentals

2.1 Representation Learning (RL)

Underlying data representation or features heavily determine the performance of DL
algorithms [15]. Traditional ML techniques depended on expert human intervention
for manually extracting features, and hence unable to be fed with raw data to learn rep-
resentations [16]. Representation learning enables a machine to process the raw data
to learn and discover data representations automatically, i.e. implementing automatic

feature extraction and learning [16].

Feature Extraction

Automatic
Manual Heuristic-based (Representation
Learning)

Figure 2.1 Overview: Feature Extraction
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2.1.1 Deep Learning (DL)

Deep learning methods are a specific group of techniques in representation learning,
with the notion of "deep" implying a large number of intermediate processing layers
[15]. DL systems use various transformations on data with a set of learnable param-
eters to learn to reason from data. The transformations are based on mathematical,
linear and non-linear computation methods, with increasingly complex levels of ab-
stractions to create representations of data usable for DL algorithms [15], [16]. DL helps
to create computational systems to learn data representations in multi-layered or hi-
erarchical levels of abstraction [16]. Such systems can be "trained" for specific tasks
by updating the parameters based on model performance on a labelled dataset. The
key idea is to use many examples to train the model to make predictions about unseen
data [7].

2.1.2 Graph Representation

Traditional Euclidean data formats cannot capture underlying geometric information
in data for many real-world objects [1]. A graph representation helps to store the rela-
tional knowledge of interacting entities and make predictions by efficiently accessing

the stored knowledge [17].

Graphs have the characteristics of permutation invariance or equivariance [18]. Invari-
ance is a property of function not dependent on the arbitrary ordering of the elements
in adjacency matrix [18]. Equivariance property means that the function output fol-
lows and changes per permutations in the adjacency matrix. This property is suitable
for code-as-graph representations since multiple syntactic variations of written code

can implement the same programming logic.

2.1.3 Geometric Deep Learning (GDL)

Deep learning models have been proven successful with Euclidean data types, such as
speech, image and video. Recently, the trend of applying this to non-Euclidean data is
on a rise [2]. Geometric deep learning is a set of techniques trying to generalize and
extend the deep neural models to non-Euclidean domains, such as graphs and mani-
folds (arising from very different fields of mathematics as graph theory and differential

geometry, respectively) [1].
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One query that may arise here is why we need to extend DL on graphs. The answer lies
in the limitations of traditional models not being able to understand the information in
complex structures such as graphs, which contain two types of information for under-
lying nodes and edges, i.e. relationships among nodes. Naive neural networks such as
Multi-Layer Perceptron (MLP) fail on the graph, so it becomes necessary to build novel

neural network architectures to process graphs [19].

2.1.4 Embedding Techniques

Embedding techniques convert the raw data into a high-dimensional vector, along
with preserving underlying properties of data representation [17]. Based on a trade-
off between the benefits and limitations of various embedding techniques, the choice
depends heavily on the suitability and needs of the target SE task. Some empirically
popular techniques in DL4SE are Kernel methods, DeepWalk, Node2Vec [17], [20].

2.1.5 Graph Representation Learning (GRL)

Graph representation learning (GRL) is the group of techniques learning to extract fea-
tures automatically by understanding the underlying data. DL models can use such
learned graph representation to perform downstream tasks effectively [17]. Figure 2.2

shows the graph representation learning in ML ecosystem.
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Machine Learning

Deep Learning
(Artificial Neural Networks)

Euclidean Data Non-Euclidean Data
(Geometric Deep Learning)
1. Natural Language Processing

2. Computer Vision Graph Representation Learning
3. Speech

Figure 2.2 Overview: GRL in Machine Learning Ecosystem

2.1.6 Graph Neural Networks

A graph neural network (GNN) learns an embedding representation for all nodes, with
information about its neighbourhood, to learn the embedding of a whole graph [21],
[22]. Most existing GNN models follow the message passing neural networks (MPNN)
framework, with nodes exchanging information to learn in neural network architec-
tures with the process collectively called message passing and neighbourhood aggre-
gation [19]. Aggregation function can be simple as sum, average or complex, e.g. based
on attention mechanism [23], [24]. A gated graph neural network (GGNN) is a GNN
with information transfer between nodes through a gated recurrent unit (GRU) mech-

anism to effectively capture dependencies of different time scales [10].

A recent survey organizes GNNs into four groups [25], [26]:

1. Recurrent Graph Neural Networks (RecGNN5s)
2. Convolutional Graph Neural Networks (ConvGNNs)
3. Graph Autoencoders (GAEs)

4. Spatial-temporal Graph Neural Networks (STGNNs)
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2.1.7 Attention Mechanism

Introduced by [27], the attention mechanism captures relevant parts of the input with
more importance than others to create a better representation suitable to the target
task [28], [29]. Natural language processing (NLP) techniques use this for text data rep-
resentation, while computer vision (CV) methods use it for image data representation
[28]. GRL field extends this concept to generate embedding to learn better graphical

representations of data [29].

2.1.8 Transformer

A transformer is a model architecture, dependent on the attention mechanism, used
to identify global dependencies between input and output in sequence-to-sequence
tasks. It does not depend on recurrence, as was previously used in recurrent neural
network (RNN), and allows significant parallelization [27]. This model extracts features
of each element to determine the importance of other elements with respect to that
particular element. Such architectures have helped solve numerous challenging tasks
in NLP and CV effectively and efficiently, and the GRL field has increasingly adopted

them in recent years.

2.1.9 Long-range dependency problem and solutions

The vanishing gradient (approaching zero value) in DNNs leads to a long-range de-
pendency problem, due to which DNNs face issues capturing dependency in data over
a long-range distance. Long short-term memory (LSTM) processes single data points
or their entire sequences based on feedback connections and hence helps to solve the
problem. Cells remember values at arbitrary time intervals, while gates control the
flow of information incoming or outgoing from cells. The Gated recurrent unit (GRU)
approach uses a gated mechanism to capture dependencies from different time scales
effectively. Recurrent neural networks (RNNs) with LSTM or GRU are de facto stan-
dards to model sequential data. Traditional approaches to treating code as text faced
challenges from the limitations of RNNs. As they are designed to process sequences
smoothly and are not suitable to capture the control and data flow, the graph should

be a better representation [30].
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2.1.10 Programming Language Processing (PLP)

The program representation problem, i.e. how to convert code into suitable represen-
tation, is essential to exploit the benefits of deep learning [31]. Programming language
processing (PLP) is the set of techniques which process the code input from program-

ming languages and analyze it to learn various downstream SE tasks [32].

2.2 Code representations

Code representation captures syntactic, semantic, control and flow information in the

code. Approaches can be categorized as sequence-, tree-, and graph-based [31], [33].
Sequence-based

Initially, the code was considered similar to a natural language due to inherent natu-
ralness in programming languages, and NLP techniques were applied [6]. A sequence-
based representation such as a natural code sequence (NCS) captures the sequential
order to connect neighbouring tokens to preserve the logic [21]. However, various
problems arise with treating code as natural language [34]. The syntactic structure
differs from natural languages because of strict syntactical limitations, use of delim-
iters and long-distance references [34]. Source code usually works with an open, ever-
expanding vocabulary, and treating code as NL implies out-of-vocabulary problems
occurring too often [34]. In sum, sequence-based approaches treat code only as a se-
quence of tokens and are limited to capturing only syntactic structures, leading to the

need to develop novel techniques [30], [33], [35].
Tree-based

Tree-based approaches represent the code to capture structural and content informa-
tion [33], [36]. Abstract syntax tree (AST) can be defined as a representation of the
grammatical structure of code, using tree form with nodes illustrating the structure
[37].

Graph-based

Tree-based representation cannot capture relationships such as control flow and data
flow. Graph-based approaches augment ASTs with additional edges to capture such
flow information in the code, enabling it to capture syntactic as well as semantic infor-

mation comprehensively [12], [33]. Graph-based representation possesses good gen-
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eralization ability, however, requires a larger dataset for training [33], [36]. Extending
code to a non-Euclidean space, [10] first represented code as a graph. Based on the no-
tion of code as a graph, [38] developed path-based representation using abstract syntax

trees.

2.2.1 Representation Types
Here, we explain a few essential graph-based representation types of code:
Abstract Syntax Tree (AST)

AST is an ordered tree representation of the context-free grammar structure of the
code, which can capture lexical (such as tokens) and syntactic information of code [37],
[39]. Usually, it is the first step used by a parser to check syntax errors in the structure

of the program [21].

AST has been historically used to analyze and optimize compilers. However, they can
be too dense for large programs. Such high density can mislead the model to memorize
the syntax instead of it becoming able to learn the associated semantics [40]. AST starts
from the root node, the downstream tree contains nodes showing language constructs
such as functions, blocks, statements, declarations, and expressions, and finally up to

the leaf nodes such as variable names (primary tokens) [21], [34].

For instance, the Python source code to calculate the smaller absolute value between

two arguments is shown here.

def smaller_absolute_value(a, b):
if abs(a) < abs(b):
return a
else:

return b

Its corresponding AST is shown in Figure 2.3a, and simplified AST in 2.3b, generated
using module AST!, and the library rich? respectively. Various tree elements are illus-
trated in different colours to differentiate primary tokens, statements, and conditions

in the program code.

https://docs.python.org/3/library/ast.html
Zhttps://pypi.org/project/rich/
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Module(
body=[
FunctionDef(
name="'smaller_absolute_value"',
args=arguments(
onlyargs=[],

FunctionDef
smaller_absolute_walue
arguments

| arg
—a
—arg
—b
If
—Compare
—ca11
Name
abs
test=Compare( Load
left=Call( ___name
func=Name{id="abs', ctx=Load()), | I—a
s=[ “—lLoad
me{id="a', ctx=Load())], Lt
keywords=[1), Call
ops=[ Name
LtO1, f—abs
comparators=[ “—load
Call( Name
func=Name(id="abs"', ctx=Load()), —b
args=[ “—Load
Name(id='b", ctx=Load())], —Return
keywords=[1) 1), “—Name
body=[ a
Return( Load
value=Name(id='a', ctx=Load —Return
. ( , ONl, e
Return( b
value=Name(id="b", ctx=Load()))1)1, Load
decorator_list=[1)1,
type_ignores=[1) (b) Sirnpliﬁed AST

(a) Abstract Syntax Tree

Figure 2.3 Example Code Representation: Abstract Syntax Trees

AST can be converted into graph-based representation so that it can be fed as an input
to DL models to process downstream tasks. The same code’s AST is shown in graph-
based format in Figure 2.4, generated using the library VAST3. The depth or density of
graph-based AST is less than that in tree-based AST structures.

Madule
FunctionDerfrgm,aﬂ:a;;ap;qlute_va|ue

¥ o w C%) b

¢ o6 o @

LGEHLG80 L68dLGE

Figure 2.4 Example Code Representation: Graphical Abstract Syntax Tree

3https://pypi.org/project/VisAST/
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Control Flow Graph (CFG)

A control flow graph is a directed graph representing the flow of control, i.e. various
paths traversed by the program during execution based on conditional statements [21],
[22]. Statements are nodes and conditions are connected by edges to show the path for
the control flow. Traditionally, the static analysis used CFG due to its ability to cap-
ture the flow within a program accurately [22]. The reachability analysis identifies loop

structures and locates inaccessible parts of code in the programs [22].

The CFG for example code snippet has been shown in Figure 2.5. The left block shows
the function definition block, and the centre block shows the control flow in the code.
For instance, the "if construct” calls the "abs" module to calculate the absolute value of
the variable. At the end of the program execution, variable "a" or "b" is returned based
on value comparison. The right block shows various possible keys(symbols), and basic

colour-coded elements of the code. This CFG is generated using library py2cfg®*.

smaller_absolute_value

KEY
def smaller_absolute_value(a, b):... ‘ ——ifabs(a) < abs(b): <|>

,'Ealls calls abs(a) < abs(b) (abs(a) >= abs(b))

abs abs return a return b @ return input
default

Figure 2.5 Example Code Representation: Control Flow Graph

Data Flow Graph (DFG)

A data flow graph (DFG) keeps track of variables used in a CFG [21]. Each node is usu-
ally an element such as a variable or operator, whereas an edge shows the data trans-
fer between two entities. Data flow implies accessing or updating certain variables in
program execution. DFG can be used to understand the logic and functionality of a

program, suitable for debugging tasks [41], [42].
Miscellaneous representations

Based on the intended purpose to capture syntactic, semantic, control, data flow and

dependency information, previously discussed base representations can derive other

“https://pypi.org/project/py2cfg/



2.3. TEXT MINING 14

complex ones. Conditional random field (CRF) is a probabilistic (log-linear) model for
the conditional probability of labels y when observation x is given [43]. CRFs can be
used to model relations among variables, AST elements and types without considering

the data flow [10]. This representation was used by [43] to predict variable names and

types.

A function call graph (FCG) models the semantic information associated with func-
tions in code. Each node shows a function with an edge showing the call relation be-
tween functions [41], [42]. A program dependency graph (PDG) is a combination of
AST and CFG [22]. A code property graph (CPG) is created by augmenting AST with
additional edges to capture control-flow, data-flow and dependency information [37],
used as a combination of AST, CFG and PDG [44].

2.2.2 GRL for SE Framework

GRL for SE can be described in the framework as shown in Figure 2.6. The code is first
converted to a graph representation and then to a vector format so that a DL model
can process this input to learn various downstream tasks, ranging from classification

to prediction and generation in code-related contexts.

Graph .
) i ati Deep Learnin Downstream
Code :> Representation |:> Vectorization [E5) lT\AodeI 9 i

Figure 2.6 Framework: GRL for SE

2.3 Text Mining

As part of information retrieval techniques, text mining is an algorithmic approach to
extracting the required information from a collection of text documents (often known
as corpus) [45]. For instance, this can help to discover underlying relationships among
different terms in the text corpus to find the highest important, also known as weighted
terms [46]. One common technique is to extract relevant terms from a text document,
using frequencies to give a relevance value’ to terms. This technique could be extended

to a text corpus to calculate the term’s relevance in all documents [47].

Term Frequency
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Term frequency tf(t, d) is the frequency value of the term ¢ within document d,

counted as raw count, relative or also as logarithmically scaled values [45].
Inverse Document Frequency

Inverse document frequency idf(t) represents the amount of information carried by
the word, based on checking if the word is common or rare in all documents. It is
calculated as a logarithmically scaled inverse fraction of the documents containing a

term.
idf(t,d)=log(4)

N is total number of documents in the corpus, while n; is the number of documents
where the term ¢ appears (i.e. cannot be zero). To avoid divide by zero conditions for
terms absent in corpus, it is common practice to smooth the denominator by adding
1,ie. (1+ ny).

TF-IDF (Term Frequency — Inverse Document Frequency)

TF - IDF tfidf(t, d) is a statistical approach involving frequency of a term in a
document, and number of documents in corpus with same term present [45], [47].

TF-IDF value is simply multiplication of #f{(¥, d) and idf(t) as shown in equation 2.1:

tfidf(t,d)=tf(t,d)*idf(t) @.1)

where tf(t, d) is the frequency of term ¢ in document d, and idf(?) is number of
documents containing the term #, with logarithmically scaled values as inverse

fraction of total number of documents in corpus.

Terms in large text documents may have a significantly higher frequency value than
that of smaller text documents. It results in a high TF-IDF value without necessarily
indicating a higher relevance, hence a normalization is recommended [47]. With

normalization, the formula becomes

(fidf(td)= (- ZACLIRe (2.2)

fmax(d)
In the equation 2.2, tfmax(d) is the frequency of the most-frequent term in document
d.



Chapter 3

Related work

3.1 Deep Learning and Software Engineering

A large amount of software data is available in the repositories, and DL techniques can
use to learn to assist in SE tasks. This research area is defined as "Big Code" [6], which
extends to other data such as requirements and issue trackers. The interaction
between the DL and SE fields emerges into two themes. The first theme is DL
techniques viewed as a new form of software development, usually defined as
software engineering for deep learning (SE4DL) [7]. It represents opportunities to
automatically learn the program from large datasets instead of specifying it explicitly
by humans. Another theme is to leverage DL techniques to help existing software
engineering tasks, defined as deep learning for software engineering (DLASE) [7]. Both
fields offer exciting research opportunities as well as technical challenges. [6]
proposed the naturalness of a programming language, which led to techniques
treating programming language similar to a natural language to apply NLP

techniques.

On the one hand, there has been a lack of research in the SE4DL field. Specifically, [48]
conducted a case study based on seven industry projects to identify tools, best
practices, and challenges for DL systems using SE processes. [7] presented a
workshop paper and discussed research opportunities and diverse applications of
SE4DL and DLA4SE fields.

16
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On the other hand, the DLASE field contains a large number of research papers, and
we will discuss their strengths and weaknesses next. A few papers discussed research
trends in specific focus areas. For instance, [49] conducted a SLR and discussed the
lifecycle of federated learning systems from a SE perspective. [50] conducted a SLR to
determine 8 ML techniques for ML-based software development effort estimation
(SDEE).

Studies without systematic literature review

[7], [51]-[53] presented technical briefings, workshops or tutorial papers where they
discussed approaches to adopt DL for SE. [54] researched the changes in software
development practices due to ML. They surveyed 14 in-person interviewees, and 342
online respondents and described aspects of SE tasks and knowledge work
characteristics. [55], [56] conducted a bibliography analysis and described industry
contribution and practicability of DL as a hindering problem in its adoption. [14], [57]
conducted a mapping study and identified ML environment for specific SE tasks, with

[14] using software engineering body of knowledge (SWEBOK) knowledge areas [58].

Studies with non-SLR style literature review

(6], [59] conducted a literature review describing the naturalness of code. [60]
provides insights about recent advances of DL in SE. [61] discussed replicability and
reproducibility of DL as issues while using DL in SE. [13] explored the relationship
between ML tools and SDLC stages. [5] describes three dimensions: the amount of
learnable data, the fuzziness of available information, and well-defined correctness
criteria to help in decision making: whether to use neural software analysis. [62]
explained pre-trained models of source code (CodePTM) and its impact on adopting
DL for SE. However, these papers did not conduct a systematic literature review and
did not often provide information about the process of paper collection and

documentation about analysis approaches.
Studies with systematic literature review

Now, we discuss SLR studies in the DL4SE with a similar focus as our work, however,
have distinctive additional findings. [63] identified challenges of dataset features,
resources, and network configuration. [64] uses SWEBOK to map DL applications in

SE to its 12 knowledge areas. [65] discussed additional optimization algorithms and
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overfitting tackling techniques, and [66] conducted SLR based on the components of
learning and created concept maps. They identified 23 SE tasks and explored data
types, pre-processing techniques, overfitting and underfitting for SE tasks, impact
measured, and non-reproducibility factors. [67] is the most comprehensive SLR,
consisting of analysis from 1428 papers. They described the complexity of using
DLASE, specifically highlighting differences between ML and DL techniques across 77
SE tasks. They enable the community to measure the changes in SE due to ML/DL,
improvements and well-informative discussion on whether to select DL/ML for a SE
task.

3.2 Deep Learning on Graphs & Software
Engineering

All previously discussed studies were at the intersection of ML/DL and SE. Our work
focuses on GRL in the SE context. As GRL is a new research area, this has been not
studied well enough in the SE context. The closest works to our work (considering the
main research context, focused on GRL) are [68], [69] however, they discussed DL on
graphs in the NLP field and also not focused on the SE applications. Another work [70]
is closest to our work in its design and main research context. They explored GRL in
bio-informatics, discussing various trends, methods and applications. To the best of
our knowledge, this is the first study focused on the GRL field and its applications,

especially in the SE context.



Chapter 4

Methodology

4.1 Systematic Literature Review

Evidence-based research review has gained traction in recent decades, which was
later adapted to SE [71], known as the practice of evidence-based software
engineering (EBSE). EBSE closes the gap between research and practice, and follows a

process based on a specific set of research questions [71].

On the one hand, a traditional review contains approaches to survey existing research,
but the process is not well-documented and hard to reproduce and has a limited
objective assessment [72]. On the other hand, a Scientific Literature Review (SLR)
follows a well-defined set of procedures and protocols to collect, evaluate and
interpret all relevant records in an unbiased manner [71]. SLR serves to find
evidence-based answers to a specific set of research questions, along with recording

the process in a detailed fashion, hence is reproducible [71].

Also, such a review helps to identify gaps in research areas, and further research as a
future work [72]. The relevant articles are considered primary studies, and the review
itself is a secondary study. Among a set of different guidelines, the most authoritative
and practised in literature is the guideline by Kitchenham [72]. Activities in the review
are organized into three major phases: planning, conducting and reporting [73]. The
activities are sequential but often contain iterations with the possibility to adapt and

refine the approach.

19
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4.1.1 Planning

GRL has been a heavily researched area in recent years [8]. The need for the SLR arises
because we would like to identify possibilities of exploiting and extending the benefits
of GRL to the SE domain. Also, it would help us identify existing research gaps, and

summarize existing literature, to produce evidence objectively and scientifically.

A well-documented protocol should be defined, which contains details such as
background, research questions, search strategy, selection criteria, relevant
methodology, quality assessment, data extraction approach, evidence synthesis and
dissemination for the review [72]. This protocol can also help to reduce the researcher
bias [73].

4.1.1.1 Study Selection

Study selection is a process of selecting the papers, i.e. primary studies for data
extraction and further analysis. The SE field often contains poor-quality abstracts, so
the conclusion should be reviewed in combination with abstract [73]. The selection
procedure consists of multiple phases: the first phase contains reviewing based on
reading the title, abstract, and conclusion [74], [73]. The next phase is implemented
based on the inclusion and exclusion criteria as per the research context [72],

mentioned below:

Inclusion Criteria

v Study published in the last 10 years, i.e. 2012-2022
v’ Study contains code representation in graph-based format

v" Qualitative or quantitative empirical research about GRL in SE
Exclusion Criteria

x Study not answering at least one research question with empirical evidence
x Study focused on graph theory/ML/DL, however not in GRL for SE context

x Study not from conferences or journals, such as Ph.D. dissertations, tutorials,

and magazines
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x Study length less than or equal to 2 pages
x Study not available in full-text format

x Study not in English language

4.1.1.2 Quality Assessment

The next phase of study selection relies on a set of specific quality assessment
questions with defining a measurement scale to assess the overall quality of primary
studies [72]. We assign a value such as 1 (Yes), 0 (No), and 0.5 (Partially) based on the
study’s ability to answer a particular question. Aggregated scores for all questions are
compared with a threshold score of 4 (out of 5) to consider for further analysis. A

summary of different questions covering aspects of quality is in the below table 4.1.

| ID | Question | Answers |
| Design |
| QA1 | Are the study aim and contribution clearly described? | Yes/No/Partially |
| Conduct |

‘ QA2 ‘ Does the study describe inputs, outputs and methodology in detail? ‘ Yes/No/Partially ‘

‘ QA3 ‘ Does the study describe approach for preparation of dataset? ‘ Yes/No/Partially ‘
‘ Data Synthesis ‘
‘ QA4 ‘ Are the approach of analysis and evaluation well-described? ‘ Yes/No/Partially ‘
| Credibility |
‘ QA5 ‘ Is the study sufficiently referenced? ‘ Yes/No/Partially ‘

Table 4.1 Overview: Quality Assessment Criteria

4.1.1.3 Data Extraction

The data extraction form should be created while defining the study protocol [72].
This step is required to collect information to aggregate and synthesize the evidence
to answer research questions. Information such as title, authors, publication details,
study type and elements about research questions are considered [72]. Data

extraction form for this study have been summarized in below table 4.2.
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‘ Data Item ‘ Information to capture ‘ RQ ‘
‘ ID ‘ Identifier of the research study in SLR ‘ ‘
‘ Title ‘ Title of the study ‘ ‘
‘ Authors ‘ Authors of the study ‘ ‘
‘ Year ‘ Year of the study ‘ ‘
‘ Publication Venue & Name ‘ Journal or conference name ‘ ‘
‘ Citations ‘ Number of citations of the study ‘ ‘
‘ Main Contributions & Summary ‘ Main contributions summary of the study ‘ ‘
‘ Code Type ‘ Assembly/binary/compiler/source code ‘ RQ1 ‘
‘ Representation Type ‘ code-as-graph representation type ‘ RQ1 ‘
‘ Representation Characteristics ‘ Attributes of representation ‘ RQ1 ‘
‘ Embedding Type & Level ‘ Type and level of graph embedding ‘ RQ1 ‘
‘ Software Engineering Task ‘ SE task type and details ‘ RQ2 ‘
‘ Extensibility ‘ Language/framework-specific or agnostic ‘ RQ2 ‘
‘ Platform Support ‘ Supported platforms ‘ RQ2 ‘
‘ Learning Type ‘ Machine Learning type (Supervised/Unsupervised/Semi-Supervised) ‘ RQ3 ‘
‘ Traditional Methods ‘ Traditional methods for the SE task ‘ RQ3 ‘
| Role of GRL | Role of the GRL in the SE task | RQ3 |
‘ Neural Network Type/Model ‘ Type and characteristics of the neural network ‘ RQ3 ‘
‘ Dataset Type ‘ Type of dataset and names ‘ RQ4 ‘
‘ Programming Language ‘ Target programming language of the experiment ‘ RQ4 ‘
‘ Evaluation Metrics ‘ Metrics for evaluation of the results ‘ RQ4 ‘
‘ Research Gaps/Future Work ‘ Current gaps in research, and possible future work ‘ RQ4 ‘

Table 4.2 Overview: Data Extraction Form

4.1.1.4 Data Synthesis

We collect and summarize the results in this step to create a descriptive synthesis
based on qualitative data. The extracted data is next analyzed to demonstrate the

homogeneity or heterogeneity of results [72].
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4.1.2 Conducting

4.1.2.1 Search Strategy

In an academic research ecosystem, the search types, goals, and their corresponding

heuristics could be summarized [75] as shown in below table 4.3:

Search Type | Goals
| |

‘ Dominant Heuristics

Lookup

To identify research articles to fulfill

information gaps with quick targeted search

* Straightforward search, navigation

* Most specific first

Exploratory

To learn about a body of research, with goals becoming clearer iteratively.

* Wayfinding (with little prior knowledge)
* Most specific first
* Snowballing/pearl growing (association)

* Post-query filtering (limit as per meta-info)

Systematic

To identify all research artifacts with

transparent and reproducible search

* Snowballing/pearl growing (association)

* Post-query filtering (limit as per meta-info)
* Building blocks (with Boolean operators)

* Handsearching (manual screening)

* Successive fraction (as per exclusion list)

Table 4.3 Overview: Academic Search Types

In our study, we first employ heuristics of post-query filtering and building blocks

while implementing TF-IDF to improve the query string. Once we collect research

articles, we use the heuristic of hand-searching for manual screening, with successive

fraction heuristic to eliminate artefacts following the selection criteria.

4.1.2.2 Bibliographic Search Systems

Based on a comprehensive study by [76], academic search systems could be classified

broadly into two groups: principal and supplementary sources. Few principal systems

are ACM Digital Library, ScienceDirect, and Scopus, whereas arXiv, DBLP, Google

Scholar, and IEEE Xplore are supplementary system [76], [73].

For evidence synthesis in systematic reviews and meta-analysis, available search

systems cannot directly be used [76]. It is advisable to use multiple databases because

electronic databases and digital libraries cannot fulfil the requirements to identify

relevant articles for a review due to the lack of standardized keywords [74], [73], [72].

Based on criteria such as coverage, the relevance of results and their results export

features, we choose ACM digital library as our principal search system, along with

IEEE Xplore and ArXiv as supplementary systems. Also, we consider using the pioneer
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repository "machine learning for big code and naturalness" (ML4Code)! as another

secondary system to identify relevant articles.

4.1.2.3 Query String for Extraction
Guidelines

Instead of performing a search directly in the database, a log document must record
the complete search process. It helps to register the different steps, make it
reproducible and accountable, and allows the searcher to control the whole process
[77].

The PICO (Population, Intervention, Comparison and Outcomes) framework can be
used to determine keywords and derive underlying concepts from research questions
[72]. Key concepts, Boolean operators, thesaurus terms, and various synonyms and

variations help to formulate the query phrase as part of single line search strategy [77].
Pilot Search

Initially, it is advised to conduct a broad search, and later make it more sensitive, and
check if new relevant articles are found by comparing the results [77]. After extracting
key concepts and elements from the research questions, we create a search query,
used to conduct a pilot search on the principal system (ACM digital library). The
purpose is to determine the patterns of information and knowledge representation in

relevant papers.
Pilot Search Query String

(Source OR Code OR Software OR Module OR Programx
OR Syntax OR Semantic OR Langux OR Representx)
AND (Graph OR Tree)

AND (Neural OR Network OR Machine OR Deep

OR Learnx OR datax OR Enginex)

We obtain 306 search results on ACM database as on February 25, 2022 .

https://ml4code.github.io/papers.html
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4.1.2.4 Improvement of Query String

We implement the TF-IDF technique to identify the relevant terms for improving the
search results. The algorithm calculates the frequency of different terms in all
documents. The prerequisite step involves extracting text documents in a format
which supports text mining techniques to read from them. We pre-process the full
text of documents by extracting only alphabetical letters and discarding other
characters, converting everything to lower case, and splitting the sentences into a list
of words. We also remove stop words (e.g. 'is, the’) from text with a list of words
pulled from a standard SPACY library 2. We perform data processing in Python using
the TfidfVectorizer method of the Scikit-Learn library 3.

Based on screening by reading the title and abstract of results, a number of
documents (with a threshold heuristic: in our study as ten) are marked as relevant and
similarly other ten documents are noted as irrelevant. The weighing technique is
applied to calculate a global TE-IDF value for each term from all documents in the

text corpus [47].

The steps of the algorithm are as below [47], [78]:

1. Mark a number of documents(for instance, 10 as threshold) as relevant, i.e.

group R.
2. Mark a number of documents (10) as irrelevant, i.e. group IR.

3. Get TF-IDF values for the terms in studies marked as relevant (R), calculated by
summing TF-IDF values, i.e. Zd,—eR tfidf(t,d;) where d; is a document in R,

having term .

A overview of TF-IDF values from relevant documents is shown below in Figure

4.1, with color intensity mapped to the magnitude of value.

Zhttps://spacy.io/
3https://scikit-learn.org/stable
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code graph model node ast source clone neural network tree
1 0089 0293 0.144 0019 0.000 0.036 0.000 0.083 0.163 0.008
2 0276 035 0074 0121 0027 0074 0053 0.188 0.141 0.044
3 0385 0094 0325 0.100 0.374 0.230 0.000 0.074 0.041 0.008
4 0200 0.013 0181 0.128 0.080 0085 0172 0.115 0.123 0.300
5 0.183 0204 0.137 0051 0.185 0.033 0.000 0.060 0.056 0.011
6 0337 0.156 0046 0037 0.000 0135 0010 0.018 0.043 0.008
7 0397 0321 0202 0115 0.020 0.074 0.000 0.069 0.051 0.015
8 0.138 0145 0010 0236 0.000 0002 0004 0027 0.042 0.000
9 0.350 0039 0.134 0187 0.145 0.138 0.183 0.120 0.077 0.252
10 0.344 0.004 0030 0080 0.228 0.062 0.023 0.021 0111

0.869

Figure 4.1 Analysis: TF-IDF values from relevant documents

4. Get TF-IDF values for the terms in studies marked as irrelevant IR, calculated

by summing TF-IDF values, i.e. 3 deirt fidf(t,d;j) where d; is a document in

IR, having term t.

A overview of TF-IDF values from irrelevant documents is as shown below in

Figure 4.2.

graph model code document based tree feature gnhn source topic
1 0.000 0.078 0.000 0.000 0.076 0.203 0.068 0.000 0.053 0.000
2 0.174 0.027 0.000 0006 0088 0018 0065 0004 0000 0003
3 D.378 0.071 0.258 0000 0025 0.017 0.010 0.000 0.074 0.000
4 0.305 0.047 0.031 0003 0032 0009 0050 0000 0020 0.000
5 0005 0.007 0.258 0.004 0022 0.217 0.007 0000 0.162 0.000
6 0.215 0.255 0.224 0000 0152 0024 0027 0166 0035 0.000
7 0089 0.118 0.005 0.000 0.041 0.003 0.263 gukEld 0.000 0.006
8 0.235 0.147 D.DDD 0.044 0001 0024 0000 0000 QEkES
9 0111 0.243 0.000 0.254 0.148 0.000 0.023 0.000 D.046 0.002
10 0.004 0.189 0.309 0000 0039 0421 0060 0000 0.161 0.000

0614

0.566

Figure 4.2 Analysis: TF-IDF values from irrelevant documents
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5. Calculate the global TF-IDF by subtracting the IR values from R values, dividing
the resultant by number of documents in R, i.e. cardinal value of group R.
Y ertfidf(r,dy) —Zdde tfidf(t,d;))

tfidf(t,D)= — T (4.1)

6. The outcome is a list of global TF-IDF values, which provides the top key terms
after sorting (in our study top 10 key terms). These terms are recommended by
the method for improving search results by modifying the query string. The key

terms have been shown in the Figure 4.3.

0.2

0.15
0.1

code node source network learning tree program  token graph

Global TF-IDF Values

o

Terms in full-text documents

Figure 4.3 Analysis: Identification of relevant terms

7. Therelevant terms are included in final search string, while irrelevant terms are

removed.

4.1.2.5 Final Query String

Based on the result of the TF-IDF technique, we identify the most important terms to

update the query string. Sometimes due to variation in terminologies used by
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different databases and limitations of the search query string, few relevant papers
could be missing [79]. To mitigate this, we use the database guides* to extract relevant
information seamlessly and accurately. We identify related terms and synonyms by
following the IEEE thesaurus®, which is a vocabulary of scientific terms. Also, we add
abbreviations such as "NN" for "neural network". We extract the articles based on

these keywords search in specific parts, such as title, abstract and metadata.

Along with the use of Boolean operators such as AND & OR, we create the final query
string, adapted as per the principal search system, i.e. ACM and other supplementary
sources (IEEE Xplore and ArXiv). The query string for ACM, IEEE Xplore, and ArXiv
produce 109, 362 and 142 results as of March 16, 2022 and have been mentioned in
the appendix at A.1, A.2, and A.3 respectively. We extract 420 results from the
ML4Code repository as of March 25, 2022 . Thus after merging and de-duplicating, we

collected 881 articles from all sources, which we will process in further steps.

4.1.2.6 Screening

The overall screening procedure has been as per the research protocol mentioned
previously. The high-level overview of different steps with the number of articles
selected at different phases is illustrated in Figure 4.4. Thus, at the end of the process,
we analyze 53 research studies with a full-text review. The selected research studies
(abbreviated RS) are mentioned in the appendix A.5. The different phases and

associated information have been recorded and are parked digitally on this webpage®.

“https://libguides.oulu.fi/databaseguides/acm
Shttps:/ /www.ieee.org/publications/services/thesaurus.html
Shttps://gitlab.uni-koblenz.de/adityamehta/master-thesis



4.1. SYSTEMATIC LITERATURE REVIEW 29

IEEE

" Screening Selection Criteria ;
E:Eglrilh (TileAbstract (nclusion/ Asgeusasl:yle nt Emtr):ézon ';nea I\cltsrtlisn &]_’©
start % Conclusmn) l [ Exclusion) ] | poring |- e

Merge &
Deduplication

ArKiv

ML4Code

Figure 4.4 Workflow: Systematic Literature Review

SLR involves manual efforts and activities at various stages making it a
time-consuming task. Tools supporting different phases help reduce the time and
effort. It does not compromise the quality because the researcher takes the final
decision [80]. Exploiting benefits, we utilize tools such as Parsifal, Rayyan [80], and
Thoth [81]. We used these tools to shortlist the papers by reading through the title and
abstract in the first screening stage, marking them as accepted or rejected before

quality assessment. All software tools used in this study are listed at A.4.

4.1.2.7 Data Analysis

We follow the data extraction form 4.2 to analyze the selected articles for a full-text

review to identify the answers to research questions.

4.1.3 Reporting

The results of data analysis and evidence synthesis has been reported and discussed

comprehensively in the next chapter 5.



Chapter 5

Analysis and Results

This chapter discusses the analysis and results from extracted data to find research
trends and answers to stated research questions. Insights enable us to synthesize
evidence based on empirical research and contribute to creating the taxonomy of
representations, DL models, and the GRLASE field.

5.1 Systematic Literature Review

5.1.1 Publication trends

First, we start by measuring the research activity based on the distribution of
publications over the last few years and shown in Figure 5.1. Though we considered
identifying studies from the last ten years, however, we found studies only since 2018
in papers selected in the SLR. The pioneering work done by [10] represented
code-as-graph, which inspired the GRL field with graphical representations of code.

This trend from the analysis shows a continuous growth in the papers published each

year. Openreview !

is a platform to promote openness in scientific communication,
specifically the peer review process enabled with web-based interfaces, databases and
APIs. [82] surveyed the research papers on Openreview in 2017 to identify trends
across various fields of deep learning research. They find GRL as one of the top

actively researched areas, along with other equivalent active research areas such as

https://openreview.net/about

30
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reinforcement learning, adversarial ML, natural language processing and computer
vision. Our results confirm the similar trend found in their results, i.e. number of

publications in the GRL field is growing continuously in recent years.

25
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o
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Figure 5.1 Analysis: Publications distribution over years

Next, we analyze the source of these publications. Specifically, we analyze the
distribution of the publication venues, which can be either a journal or a conference.
Abbreviations and full names for these venues have been mentioned adequately at
A.6. Communities in SE and Al fields have been increasingly providing attention to
conducting research on GRL in SE. Premier SE venues such as ICSE, TSE, TOSEM,
ESEM, SANER, ICST and some renowned Al venues such as ICLR, NIPS, AAAI, ICML,
ICTAI, and ICPC are identified as publication venues in our SLR. As analysis is shown
in Figure 5.2, the top 5 publication venues are ArXiv, ICLR, IEEE Access, NIPS, and

AAAI, having the high number of contributions to studies considered in our SLR study.
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Figure 5.2 Analysis: Publication venue for studies

Next, we measure and analyze the citations for studies. The rationale is to identify

seminal papers introducing pioneer techniques in the field which are influential in

promoting further research activity. This data has been recorded on May 24, 2022

from Google Scholar. The citation frequency distribution for all papers follows

approximately power law, with the most cited paper having citations count more than

twice of the second most-cited paper, and so on.
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Figure 5.3 Analysis: Citations count for studies as per publication venue

To dig deeper, we group these highly cited papers with their respective publication
venues. This analysis has been illustrated in Figure 5.3. The top 5 publication venues
with the most influential work are ICLR, NIPS, ICPC, SANER, and ICTAI. Also, ArXiv is
another great resource since it contains preprints of papers, enabling a researcher to
identify the latest research activities. We considered ArXiv because many high-cited
papers in full-text format are easily available here. As stated previously and observed
from the graph, [10] is the pioneering work in the field, with an exceptionally high

number of citations, which led to the birth and subsequent evolution of the GRL field.

5.1.2 Research Question 1
5.1.2.1 Code Type

First, we begin to identify different types of code considered in the studies. This has
been analyzed and plotted in Figure 5.4. We can see that source code is the most
empirically used code type, followed by other rarely analyzed code types such as

binary code, compiler code, and assembly code.
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Figure 5.4 Analysis: Code Types

5.1.2.2 Code as Graph Representation Types

AST, IR and syntax code graph (SCG) are a few widely used formats, but they capture

information related only to the syntactic structure [83], [84].

To capture semantic information, ASTs are augmented with additional information by
introducing new nodes and edges. It is done to capture the flow of information by
developing the control flow, data flow, and call flow graphs, with derived
representations known as control flow graph (CFG), data flow graph (DFG), and
CDFG. To capture information and flow for control-dependence and
data-dependence, program dependence graph (PDG) is developed and used [33], [85],
(86], [87].

The various representation types have been shown diagrammatically in the Figure 5.5.
Most studies (a total of 28) use AST as the representation type, and CFG is the second

most widely used format.
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Figure 5.5 Analysis: Code Representation Types

Other representations

Code property graph (CPG), a representation derived from the combination of AST,
CFG and PDG, was introduced by [88] and used by [89], [37], [90], [44] focused on
vulnerabilities detection. Inspired by the NLP field with the premise that context is
essential to capture the semantics, [40] created context-aware semantics structure
(CASS) representation. Few studies created dependency graphs, e.g. [20] created class
dependency network (CDN) based on dependencies among classes. Similarly, [91]
developed a type dependency graph (TDG) of the types used in the code. The
taxonomy of various representation types with their respective study reference is

given in table 5.1.
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‘ Base Representation Type ‘ Count of studies ‘ Studies reference

Abstract Syntax Tree (AST) 28 (301, [19], [861, [26], [34], [92], [12], [93], [94], [95],
(391, (351, [21], [96], [97], [24], [98], [99], [10], [100],
(101], [41], (102], [103], [42], [104], [105], [106]

Control Flow Graph (CFG) 14 [107], [30], [86], [93], [92] [108],
[23], [28], [36], [109], [110], [111], [22], [29]
| Code Property Graph (CPG) 4 | 189, 1371, 1901, [44) \
‘ Program Dependency Graph (PDG) ‘ 4 ‘ [33], [85], [86], [87] ‘
| Data Flow Graph (DEG) 3 | 1921, 1301, 193] |
| Control Data Flow Graph (CDFG) 1 | 1108] \
‘ Control Data Call Flow Graph (CDCFQG) ‘ 1 ‘ [112] ‘
‘ Variable-based Flow Graph (VFG) ‘ 1 ‘ [113] ‘
‘ Class Dependency Network (CDN) ‘ 1 ‘ [20] ‘
‘ Type Dependency Graph (TDG) ‘ 1 ‘ [91] ‘
‘ Calling Context Tree (CCT) ‘ 1 ‘ [107] ‘
| Syntax Code Graph (SCG) 1 | 184] \
‘ Context-Aware Semantics Structure (CASS) ‘ 1 ‘ [40] ‘
‘ Intermediate Representation (IR) ‘ 1 ‘ [83] ‘

Table 5.1 Taxonomy: Code Representation Types

5.1.2.3 Graph Representation Attributes

The graph representation is usually a combination of attributes such as
direction-orientation, weighted edges consideration, and types of nodes in the graph,
i.e. homogenous or heterogeneous as per same or different types of nodes. Weights
give special attention to specific relations in graphs such as the edges of importance.
The attention mechanism helps to include weighted edges in graphs [27]. [103] used
bidirectional graphs, with weights shared across nodes. [34] first introduced and used

multi-graphs, and this led to future studies such as [99] and [35] also using the same.

[100] was introduced the notion of heterogeneous graph, and developing on the
similar structures, [102] and [33] used heterogeneous graphs. [91] first introduced the
hypergraph structure (graph about graphs), which helped subsequent studies as [24]
to develop typed and qualified hypergraphs.
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5.1.2.4 Embedding Level

Embedding converts the representation into vectorized form, and DL algorithms can
consume them. The graph embedding can be simple as node-based, edge-based or
complex as graph-based [10]. The node-based embedding is the most basic and
essential representing tokens or words and associated data types. Initially, code is
converted into a node-level embedding, and various nodes exchange the information
through edges using message passing neural networks (MPNN) framework. It can

help develop the edge and graph level embedding [102].

5.1.2.5 Extensibility and platform support

The majority of studies consider the analysis of single-platform and specific
programming languages. [20] created class dependency network (CDN), which is
multi-platform and used for defect prediction in their study. Similarly, [83] developed
a compiler-independent, language-independent representation used as a
multi-platform format. The representations used by [106], [19], [30], [29], [108], [35],
[98] are extensible to other languages than ones mentioned in studies, and hence can
be made language-agnostic. Multiple studies proposed to extend their work as an
additional plug-in or a feature in a typical integrated development environment (IDE)
[39], [94].

5.1.3 Research Question 2
5.1.3.1 Software Engineering Tasks
Software defects

A defect occurs if the software is not behaving as per intended requirements and
produces unexpected results [20]. It is also known as 'bug’, and the process of
removing defects is usually known as debugging, and the research area is called
software defect prediction (SDP) [20]. SDP could be used to detect defects within a
single project (within project defect prediction WPDP) or among a collection of
projects (cross-project defect prediction CPDP), [20]. Vulnerabilities are a subset of
defects considered as weaknesses of the system, which can be attacked for malicious
purposes [114]. A vulnerability is not always necessarily a defect, and it can also be
caused by configuration or deployment parameters, or integration challenges.

Common vulnerabilities and exposures (CVE) and common weakness enumeration
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(CWS) are a few of the standard databases for vulnerabilities in software [21], [35],
[44], [87].

Miscellaneous SE tasks

The defect and vulnerability detection task predicts a defect or vulnerability in the
code and suggests possible fixes [36]. Code classification tasks can involve identifying
the class of code, for instance, to check and compare the code submission by students
with expected code solution at the university [83]. Analyzing the previous text tokens,
DL algorithms can predict the next token such as the name of a program element such
as variable or method [10]. Code summarization and review task includes generating
rich text summaries such as docstring (usage description) of a function [100]. Code
similarity detects clone of a code, for instance, to identify plagiarism in code [109].
Code search, generation and completion capabilities help to create and maintain
documentation of software systems and assist in the development of software systems
[96].

With gradual typing becoming popular in languages such as Python and TypeScript,
the need to infer type annotations automatically arises [91]. Type inference
capabilities can help to detect type based on the underlying data. The user can
control the verbosity level of logs, which will be printed during program execution
[106]. SE task build repair involves identifying and locating the errors in the build and
suggesting the fix to create a successful build [99]. DL techniques can help to simulate

the program behaviour and can even predict workload [103].

Address pre-fetching helps to model data flow and branch prediction helps to model
control flow during execution [110]. Given an OpenCL kernel and a choice of two
devices to run it on (CPU or GPU), a heterogeneous device mapping (DevMap) task is
used in compiler analysis to predict the device which will give the best performance
[83]. The thread coarsening task involves identifying the number of parallel threads
which should be merged to obtain faster execution time [30]. Similarly, loop
vectorization is an optimization technique for compilers to identify the number of

instructions to pack together from different loop iterations [30].

5.1.3.2 Analysis

This analysis attempts to identify trends of GRL4SE task types and is shown in Figure
5.6.
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Figure 5.6 Analysis: SE task types

GRLASE is the most widely used in defect and vulnerability detection tasks. Code
classification, prediction of variable and method name, code summarization and
review, similarity and clone detection are some other common applications of
GRLASE tasks, while other tasks such as type inference, and build repair among others
are used seldom and listed in the table in the bottom area. We create the taxonomy for

SE tasks and reference studies as given in table 5.2.

‘ execution time simulation and workload prediction ‘ [103]

‘ Task type ‘ References ‘
‘ defect and vulnerability detection ‘ [20], [22], [24], [36], [90], [97], (98], [102], [111], [21], [44], [92], [89], [35], [29], [87], [23], [30], [37] ‘
‘ code classification ‘ [41], [83], [108], [42], [23], [31], [94], [12], [22], [110] ‘
‘ variable and method name/usage prediction ‘ (101, [34], (93], [100] [111], [101], [33], [107] ‘
‘ code summarization and review ‘ [26], [84], (86], [95], [100], [104], [105] ‘
| similarity and clone detection | 1109, 1281, 1401, [22), [85], [19] |
‘ code search, generation, completion ‘ [113], [96], [39], [93] ‘
‘ heterogeneous device mapping ‘ [301, (83], [112] ‘
‘ compiler analysis ‘ [83], [112] ‘
‘ address prefetching, branch prediction ‘ [110] ‘
‘ type inference ‘ [91] ‘
‘ logs’ verbosity level prediction ‘ [106] ‘
| build repair | 199] |

|

|

‘ thread coarsening and loop vectorization ‘ [30]

Table 5.2 Taxonomy: SE Tasks
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5.1.3.3 Applications of code representations

Several studies used a graph-based representation of code, which we discuss here
briefly. [115] used code represented in a graph-based format with a combination of
token-based sequence and structure-based graphs. They train the model using a
graph neural network and the gated recurrent unit used to fix and correct syntactical
errors in the code. [116] created a program-derived semantics graph (PSG), a new
graphical structure to capture the semantics of code, but they do not use it further for
ML applications in SE. [117] performed a comparison between graph embedding
techniques node2vec and Bag of Graphs. These graph embedding techniques helped
to detect cryptography misuse in code. [118] converts code to graphs and stores this
representation in a graph database. It is accessed to predict the class name

recommendations by performing graph mining.

[119] uses graph-based code representation and GRL along with NLP for vulnerability
analysis. [120] uses NLP techniques along with graph mining to generate a graph of
inter-related requirements (IRR) to find clusters of code. [121] uses AST subtrees along
with topic modelling (a NLP technique) to summarize functional concepts of defects,
used further for defect prediction. [122] uses NLP query text and code represented as
a combined graph-based format, which is used in graph matching and searching

model to find the best matching code snippet.

[123] creates program interaction dependency graph (PIDG) for similarity-based
plagiarism identification in code. [124] creates control flow graphs used to grade
assignments by comparing the similarity between code submissions based on graph
mining. [125] performs similarity detection by using TF-IDF and cosine similarity

techniques to identify the cryptography dataset of CFG in C#.

[126] creates a graph from commit patches for just-in-time bug prediction across
stages of code in the SLDC lifecycle. [127] uses meta-modelling and graph-based
verification process using graph transformation in the DL programs to detect faults

and design inefficiencies.
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5.1.4 Research Question 3

5.1.4.1 Learning Types

Machine Learning can be classified as supervised, unsupervised, or semi-supervised,
as per the availability, usage of the target variable and the end goal of the task. We
analyze the learning types in the studies shown in Figure 5.7. We observe that most
studies train the ML model in a supervised manner. Only two studies [12] and [33]

utilized unsupervised ML, while only [102] used a self-supervised manner.

M Supervised

M Unsupervised
W Self-Supervised

machine learning type

Figure 5.7 Analysis: (Machine) Learning types

5.1.4.2 Neural Network Types

Various types of neural network models and architectures have evolved in the
GRLASE. The initial models depended on the graph mining algorithms. Initially used
in computer vision, convolution neural networks (CNN) derive multiple architectures
based on convolution operations among graphs [26]. With the advent of message
passing approaches, newer families of models included GNN-based models [25]. The
attention mechanism has inspired GRL researchers to develop attention-based model
architectures, which is an active research area today. The complete taxonomy of

various model architectures is summarized and shown in the table 5.3.
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Graph Networks Convolution-based and Recurrent Models Graph Neural Network-based Models Attention-based Models

Graph Matching Network (GMN) | Graph Convolution Network (GCN) Graph Neural Network (GNN) Graph Attention Network (GAT)

Graph Isomorphism Network (GIN) | Convolutional Graph Neural Network (ConvGNN) k-dimensional GNN (k-GNN) Graph Relational Embedding Attention Transformer (GREAT)
Crystal Graph Convolutional Network (CGCN) Multi-Flow Graph Neural Network (MFGNN) | Gated Graph Attention Neural Network (GGANN)
Deep Graph Convolutional Neural Network (DGCNN) | Gated Graph Neural Network (GGNN) Attention-based Heterogeneous GNN (AHG)
Directed Graph Convolutional Neural Network (DGCNN) | GraphSAGE (SAmple and aggreGatE) Multi-hop Attention Graph Neural Network (MAGNA)
simplified Graph Convolution Network (SGC) Graph Interval Neural Network (GINN) Hetereogeneous Graph Transformer (HGT)
Relational Graph Convolutional Network (RGCN) GN-Transformer (GNT)
Recurrent Graph Network (RGN)

Table 5.3 Taxonomy: Neural network model families

5.1.4.3 Traditional methods

Traditional approaches consist of manual feature engineering [23] based on statistical
metrics of source code such as Halstead, CK, McCabe’s [36]. Traditional
representations did not focus on basic blocks, which is the basis of contextual

dependencies in the source code [22].

For bug detection, formal reasoning and combinatorial search are traditionally done
manually by experts, which is a time-consuming process [102]. For vulnerability
detection, traditionally used methods included static analysis, dynamic analysis, and
symbolic execution. Static analysis, driven by rule-based reasoning, resulted in a high
number of false positives [21], can often detect a limited set of bugs [98]. Dynamic
analysis (fuzzing, dynamic taint analysis or symbolic execution) is often
resource-hungry, and tedious, yet it does not have a comprehensive coverage [44],
[92]. Also, these techniques work at the component or file level, not at the function
level in the source code [89]. NLP-based methods for vulnerability detection often do
not have a deep granularity, cannot handle cross-function vulnerabilities, and rely

heavily on expert knowledge [37].

For clone detection, traditionally done using static analysis were able to target only
type 1, 2, 3 clones (out of 4 clone types) [85], [19]. For code similarity, conventional
methods have less precision and scalability, and similarity based on syntactic features
is too restrictive [85]. Rule-based approaches based on predefined rules and

templates were limited in types of summaries that could be generated [95].

In the task variable name or usage prediction, traditional methods include static
analyzers [10] and NLP techniques. However they often have problems of
out-of-vocabulary predictions, as vocabulary cannot be fixed for code words [34], [91],
[106]. Traditional approaches often faced problems in generalization due to training

on synthetic data [35], long-range dependency capture issues [104], [42].
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5.1.4.4 GRL Methods
Role of GRL

Here, we discuss how the introduction of GRL methods has helped to overcome
challenges with traditional methods. Syntactic and semantic properties of code can
be best retained with a graphical representation [10], using the embedding layer of
code [21], [101]. [110] suggested utilizing GNN to learn fused representations of
source code and its execution together. [104], [89], [106] utilized GNNs to create code

representations.

[104] developed the Transformer-XL model to alleviate problems of long-range
dependency. [86] used a graph diffusion mechanism to model longer-range token
dependencies adequately. [34] developed a graph-structured cache for
out-of-vocabulary problems in NLP-based techniques. [20] used SMOTETomek

sampling to handle a class imbalance in defect prediction approaches.

[28] suggested using capsules to reduce mean square error for similarity detection.
[103] suggested using a graph neural network as a surrogate model of a compiler.
Therefore, instead of a large search space, a surrogate model is trained to predict the
runtime behaviour of programs. As all the relationships in code are not equal, the

attention mechanism helps to learn the most important tokens in code [26].
Benefits and impact

GRL reduced the requirements on amounts of training data, model capacity, and
training regime [10]. Use of GRL improved performance of models on various metrics
such as accuracy, precision, recall, specifically reducing the false positive rates [34],
[21], [41], [110], [106], [19], [108], [29], [107], [42], [23]. GRL-based architectures are
highly scalable, generalize well on unseen data [109], [111], [86].

5.1.5 Research Question 4
5.1.5.1 Dataset Types

We analyze the different datasets to identify the most common ones for various
applications in experiments. This is shown in the Figure 5.8. Here we show only the
top 10 most frequently analyzed datasets. Programming online judge (POJ), Juliet test

suite, PROMISE and SARD are the most commonly used datasets. Dataset choice is
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heavily dependent on the SE task under consideration. Each study in SLR did not

necessarily experiment, while few studies conducted multiple experiments.

Programming Open Judge (POJ)

Juliet Test Suite

Software Assurance Reference Dataset (SARD)
Google Code Jam (GCJ)

PROMISE

Draper

Dataset Name

Devign

BigCloneBench

Open Graph Benchmark (OGB)

CodeChef]

0 2 4 6 8 10

Frequency of experiments

Figure 5.8 Analysis: Number of experiments for dataset types

5.1.5.2 Languages

Here, we attempt to identify the common programming languages analyzed in the
empirical experimental studies. This analysis is in Figure 5.9 showing the top 10 most
frequent languages. We observe that Java is mostly empirically analyzed. Other
frequently used languages are C, C++ and Python. Decision choice of language can be
based on the background knowledge and familiarity of the researcher and the

availability of suitable technical tools.
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5.1.5.3 Evaluation Metrics

A summary of various metrics and their description is depicted in the table 5.4.

relationship between true positive rate (TPR) and false positive rate(FPR)

‘ Metric Name ‘ Description ‘
‘ Accuracy ‘ number of correct predictions out of all predictions in a dataset ‘
‘ Precision ‘ number of correctly predicted relevant data out of all retrieved data ‘
‘ Recall ‘ number of the correctly predicted relevant data out of all relevant data ‘
‘ F1 Score ‘ harmonic mean of precision and recall, a combined measure of effectiveness ‘

Area Under Curve ‘

AUC Score

Recall-Oriented Understudy for Gisting Evaluation

evaluation of machine summary/translation against human-produced references
ROUGE Score

Bilingual Evaluation Understudy
BLEU Score

similarity between two sentences in evaluation of machine translation systems ‘

Table 5.4 Summary: Evaluation Metrics

Usually, for evaluation purposes, ML models utilize metrics such as accuracy,
elements of confusion matrix or derived metrics such as precision, recall and F1 score
[128]. Since the training set is usually class imbalanced, i.e. contains a large number of

negative examples with rare positive examples, a ML model can offer high accuracy
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just by predicting the negative class irrespective of the input, hence accuracy is not a
reliable metric [128], [129].
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Figure 5.10 Analysis: Evaluation Metrics

The analysis for the top 10 evaluation metrics is in Figure 5.10. We observe that even
though not a reliable metric, accuracy is the most commonly used, followed by F1
score, precision, recall and AUC. ROUGE-L, METEOR, and BLEU scores are other

evaluation metrics for specific tasks such as machine summary or translation.

5.2 Discussion

5.2.1 Combined Taxonomy of GRLA4SE field

We aim to create a combined taxonomy with hierarchy-based levels to get a high-level
overview of GRL4SE (Figure 5.11). The first level groups different SE tasks, and the
next layers provides information about the representation type, DL model, and
example study. For example, we consider the pioneer study [10] for the task variable
name prediction. Next, we observe that the representation type is AST, and the model
architecture used is a gated graph neural network (GGNN). At the leaf nodes, we see

that multiple studies (RS1, RS3, RS43) conducted similar experimental task.
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Figure 5.11 Taxonomy: GRL for SE (Zoom-in for the best view)
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5.2.2 Evaluation: Graph-based and traditional approaches

As per the SE task in context, we evaluate different approaches based on their
effectiveness in terms of performance (considering evaluation metrics), limitations,

and threat to validity.
Defect and vulnerability detection

Graph-based approaches provide better results than traditional approaches such as
FlawFinder [37], [87], logistic regression classifier, random forest classifier [97],
support vector machines (SVM) [23], [37] - Bag Of Words [22], [36], CNN [21], [44],
[89], [92], [97], RNN [44], [89], TBCNN [23], [36], LSTM [23], Bi-LSTM [21], [37], [92].

Limitations include input code expected to be stripped, compile-able [29], model
trained on synthetic rather than real datasets [89], generalization based on chosen

dataset [97], missing projects in datasets [22], or data annotation issues [44], [87].
Program classification

Graph representation methods are found to give better performance than non-graph
approaches such as static mapping [83], TBCNN [23], [31], [41], [42], [83], LSTM [23],
[83], [110], SVM [22], [23], Weisfeiler-Lehman Test, ideal static selector (ISS) [94].

Challenges include limited dataset with missing projects, training data only in one

language with possible outliers [22].
Prediction of name/usage for variable and methods

Approaches using graph representation are found to provide better results than
alternative conventional approaches such as BERT [107], word2vec, bi-directional
RNN [10], code2seq, code2vec [101], TransCodeSum [100].

The main challenges are limited data evaluation scope, coverage of transformations,

and manual processes of bug review and inspection [101].
Code summarization and review

Graph-based approaches performed better than vanilla transformers [86], tree2seq
[84], graph2seq, code2seq, Bi-LSTM [26], [95], [104], Tree-based RNN[105].
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Some challenge include impact of neighboring classes for code summary generation
[95], inter-rater bias among human evaluators [26], [95], large training time [105],
possibility of data leaks [104].

Similarity and clone detection

Graphical methods outperform traditional approaches such as tree-based
convolution [85], RtvNN (RNN-based clone detector), CDLH (Clone Detection with
Learning to Hash), [19], code2vec, code2seq, seq-RNN, seq-transformer,
Bag-of-features (BoF), recurrent neural network (RNN) [40], SVM [22].

The main challenges are the requirement of compile-able code, static analysis to
generate PDG, inability to extend to incomplete programs [85], and limited program

size processing [109].
Code search, generation, completion

Graph-based representation methods are found to perform better than LSTM [39],
plain transformer [39], [93]. Major challenges are the small dataset and scalability
because of LLVM IR, which can only extract the program with complete dependencies
[113].

Heterogeneous device mapping and compiler analysis

Graphical approaches outperform traditional ones as inst2vec [112], LSTM, TBCNN,
static mapping [83]. Limitations include simplifying representation vocabulary of

instruction and operand types, addressing class imbalance [83].
Miscellaneous tasks

For the task of address pre-fetching and branch prediction, graphical methods
outperform traditional baselines such as stride data prefetcher, address correlation
(AC) prefetcher, LSTM-delta [110]. For type inference, graphical approaches
outperform conventional methods such as inference by TypeScript compiler [91], and
the limitation is the simplified treatment of function types and generic types (i.e.,

collapsing them into their non-generic counterparts) [91].

For logs’ verbosity level prediction task, graphical approaches outperform other
baselines such as RNN - LSTM model [106]. A challenge is a poor generalization on
unseen data because of differences in logging styles of projects. For the build repair

task, graph-based approaches outperform other methods such as
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sequence-to-sequence [99] with the ability to improve performance by including
more context and performing more propagation steps. A limitation is to understand
the type signatures of rare methods. For the task of prediction of execution time and
workload, graphical approaches generalize better than those without graph

convolution component [103].

5.2.3 Adversarial attacks

In DL, neural networks are often vulnerable to adversarial inputs, which intentionally
lead the model to make a specific (incorrect) prediction [130]. The basic idea is to add
intentionally-created noise to the correctly labelled inputs so that model will give
desired incorrect output. In a non-targeted attack, the incorrect output is caused by
reasons tracing back not only to changes in input but instead to systemic errors in the
ecosystem. Since a program code is a discrete object having certain syntactic and
semantic properties, adding specific noise types such as those used for the attack on
image input is not possible [32]. [130] developed the Discrete Adversarial
Manipulation of Programs (DAMP) framework to generate targeted adversarial attack

examples.

The defence against such an attack includes two types of techniques. The first group
of methods contains a gatekeeper element to check the incoming inputs and helps to
use existing models without retraining needs. The second set of methods requires
retraining the model using a modified training dataset or with a different loss function
than the original. Some techniques can drop the success rates of attacks significantly,
with a small cost of 2% degradation in accuracy [32], [130]. Such methods involve
studying various transformations in input and their impact on the outputs, so that
robustness of models can be improved [101]. Such rewrite of code can help to

enhance generalization capabilities as well [35], [102].

5.2.4 Challenges and implications

Major challenges are explainability and interpretability of the model [33], [35], [92],
limited generalization to unseen datasets [22], [92], [101], extensibility to other
languages, SE tasks and data types [23], [41], [91], [97], [100], [113]. Another major
challenge is the lack of distributed representations for compiled code [23].

Investigation of false positives, training on program slices to reduce noise in data, and



5.2. DISCUSSION 51

cross-project prediction [21], [89] are a few open challenges [44], [102]. Reducing the
computation time by increasing training speed [41], or using pre-trained data [31], are

also some open research challenges.
Implications

Computational costs could be high for large graphs, increasing training time [34],
[107]. The major implication is the requirement of sophisticated hardware
workstations with high computational capabilities, a large amount of memory, and
multiple GPUs [10], [12], [19], [26], [29], [30], [35], [44], [83], [87], [95], [98], [102]-[104],
[108], [109], [111].



Chapter 6

Conclusion

6.1 Conclusion

In this study, we present results from a SLR analysis from top research venues, with a
methodology based on guidelines by [72]. The process began by defining a set of
research questions about the applications of graph-based DL models to SE tasks. A
pilot search using a base query string helped refine the query string as per relevant
studies found in the results. We conducted a literature search on ACM, IEEE Xplore,
ArXiv, and ML4Code repositories. By following quality assessment protocols, our
study surveys 53 primary studies. As all studies are published within the last five years,
itis evident that machine learning and software engineering communities are
conducting high research activity in this area. Based on the information extracted, we
identified answers to research questions and created taxonomies on various aspects
of the GRL approach to SE tasks. This SLR provides future researchers with the
necessary insights to apply GRL for applications within the SE field.

The first research question was to identify types of code and graphical
representations. As per the survey results, source code is the most widely used and
represented as syntactic structures in AST, IR, or as flow graphs such as CFG, DFG, or
as dependency graphs such as PDG, CDN, or TDG. The second RQ aimed to
determine applications of GRL in SE tasks. We identified various SE tasks with defect
and vulnerability prediction, program classification, prediction of name and usage of

methods and variables, code summarization, and clone detection as prevalent tasks.
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The third RQ was about finding learning types, GRL models, benefits and
implications. Supervised is the most common learning type, attention-based deep
neural networks are increasingly gaining traction, and GRL techniques outperform
traditional techniques, such as those from non-graph methods such as code-as-text
approaches of NLP. The fourth research question aimed to identify datasets,
languages, and evaluation metrics. POJ, Juliet Suite, SARD, GCJ, and PROMISE are a
few most commonly used datasets, while Java, C, C++, and Python as commonly
tested languages. Accuracy, F1 score, precision, recall, and AUC are a few top
evaluation metrics, along with ROUGE and BLEU scores used in machine summary or
translation tasks. Also, we provided a combined taxonomy of the field, which helps to
identify specific representation and DL model architecture and an example reference
study to follow. The implications include high computational costs, explainability,

interpretability, and extensibility to other languages and projects.

6.2 Threats to validity

Threats to validity could be analyzed from two aspects: bias and validity. We consider
study selection bias, researcher bias, publication bias and internal and external

validity.
Bias

Study selection relies on the search strategy, research repositories, selection criteria
and quality analysis. As the search query string is created with terms matching to
research questions, the query string may have missed some studies on the borderline
between SE, DL, GRL, and ML fields. Some studies may use other terms in their title,
abstract, and keywords, hence we might miss finding them. To address this, we chose
a combination of principal and supplementary research sources and modified query
strings as per common terminologies and guidelines of databases. The study selection
and quality assessment in screening studies were conducted and reviewed by a single

author, posing a threat to the reliability aspect.

The study does not address systemic biases that occurred due to publication bias, as
the positive results are likely to be published as compared to negative ones. Also,
researchers tend to claim their methods are the best and outperform others on chosen

datasets. This may lead to an overestimation of performance. We tried to address this
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by creating quality assessment questions to avoid bias toward some particular
models. Also, as we did not consider grey literature, publication bias is likely to exist to

some extent.
Validity

Internal validity is a prerequisite for external validity. Threats to internal validity could
be due to errors in data extraction. To decrease the inaccurate data extraction threat,
we improved the data assessment form iteratively to address the research questions
correctly. External validity is the extent of effects observed in the study to be
applicable in unknown environments, hence generalization and direct applicability to
anew SE task are limited. This work does not include an experiment-based approach
and relies on the claims of other research articles about results so possesses a limited

external validity.

6.3 Summary

Though GRL presents solutions to a wide range of SE tasks, however, traditional
methods are still cost-effective for simple and repeatable use cases because of little
resource and computation needs. GRL4SE is complementary to traditional
approaches and helps to overcome challenges in solving complex problems for

advanced use cases.

6.4 Future work

Based on a large number of research articles collected, hierarchical clusters with
mapping of SE task to SDLC stages can be created [14]. As the study provides the
reader with relevant information to apply GRL in the SE context, we propose two
potential research possibilities. The first possibility could be: given a system with
language and framework of choice, can we use GRL to predict the input software
module as one of the model, view and controller (MVC) components? In our research,
we found that MVC components overlap in terms of underlying code, and defining
well-defined boundaries to separate them is an open research challenge. Another
potential research avenue can be: given a system with language and framework of
choice, can we use GRL to predict a software module as either a front-end or back-end

component?
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A.1 ACM Search Query String

[[Title: code] OR [Title: software]
OR [Title: program]] AND [Title: graph]
AND [[Abstract: source] OR [Abstract: code]

OR [Abstract: software] OR [Abstract: programx]
OR [Abstract: syntax] OR [Abstract: semantic]

OR [Abstract: represent*] OR [Abstract: enginex]
OR [Abstract: "se"]] AND [[Abstract: graph]

[
[
[
[
OR [Abstract: tree]] AND |[[Abstract: neural]
[
[
[
[

OR [Abstract: netx] OR [Abstract: "?nn"]

OR [Abstract: learn*] OR [Abstract: machine]
OR [Abstract: deep] OR [Abstract: "ml"]

OR [Abstract: "dl"] OR [Abstract: datax]]

AND [Publication Date: (03/01/2012 TO 03/31/2022)]

A.2 1EEE Xplore Search Query String

("Document Title":Code OR "Document Title":Software
OR "Document Title":Program) AND ("Document Title":Graph)
AND ("All Metadata":Source OR "All Metadata":Code
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OR "All
OR "All
OR "All
OR "All
OR "All
OR "All
OR "All
OR "All
OR "All
Filters

Metadata":Software OR "All Metadata":Programx
Metadata":Syntax OR "All Metadata":Semantic
Metadata" :Representx OR "All Metadata":Enginex
Metadata":"SE") AND ("All Metadata":Graph
Metadata" :Tree) AND ("All Metadata":Neural
Metadata":Netx OR "All Metadata":"?NN"
Metadata":Machine OR "All Metadata":Deep
Metadata":Learnx OR "All Metadata":"ML"
Metadata"™:"DL" OR "All Metadata":datax)
Applied: 2012 - 2022

A.3 ArXiv Search Query String

size:

100; date_range: from 2012-01-01 to 2022-12-31;

classification: Computer Science (cs);

include_cross_list: True; terms:

AND title=Code OR Software OR Program;

AND title=Graph; AND abstract=Source OR Code

OR Software OR Programx OR Syntax

OR Semantic OR Representx OR Enginex OR "SE";

AND abstract=Graph OR Tree;
AND abstract=Neural OR Netx OR "?NN"
OR Machine OR Deep OR Learn* OR "ML" OR "DL" OR datax
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A.4 Software Tools

‘ Programming ‘ Python, Jupyter Notebook

‘ SLR Automation ‘ Parsifal, ASReview, Rayyan, Thoth

‘ Reference Manager ‘ Mendeley Desktop, Mendeley Reference Manager (complementary features), JabRef, Bibtool

|
|
|
| Diagrams | Draw.io Diagrams, Miro, Inkscape |
‘ TeX ‘ TeXstudio, Overleaf ‘
‘ VPN ‘ WireGuard ‘
| PDF Reader | Sumatra PDF |
| Data Collection | Microsoft Excel |
‘ Markdown Files ‘ Zettlr ‘

Table A.1 Software tools used in this study
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A.5 Selected Research Studies for SLR

| | Tide | Authors | Year |

| Rs1 | Leaming to represent programs with graphs | Allamanis, Miltiadis; Brockschmidt, Marc; Khademi, Mahmoud | 2018 |
RS2 | Convolutional neural networks over control flow graphs for software defect prediction Phan, Anh Viet; Nguyen, Minh Le; Bui, Lam Thu 2018
RS3 | Open Vocabulary Learning on Source Code with a Graph-Structured Cache Cvitkovic, Milan; Singh, Badal; Anandkumar, Anima 2018
RS4 | Devign: Effective bylearning program semantics via graph neural networks Zhou, Yagin; Liu, Shangqing; Siow, Jingkai; et al. 2019

| Rs5 | Program Classification Using Gated Graph Attention Neural Network for Online Programming Service | Lu, Mingming; Tan, Dingwu; Xiong, Naixue; et al. | 2019 |

| Rs6 | Unsupervised Classifying of Software Source Code Using Graph Neural Networks | Vytovtoy, Petr; Chuvilin, Kiril | 2019 |
RS7 | Generative Code Modeling with Graphs Brockschmidt, Marc; Allamanis, Miltiadis; Gaunt, Alexander 2019
RS8 | Simulating Execution Time of Tensor Programs using Graph Neural Networks Tomczak, Jakub M.; Lepert, Romain; Wiggers, Auke 2019
RS9 Learning Execution through Neural Code Fusion Shi, Zhan; Swersky, Kevin; Tarlow, Daniel; et al. 2019

| RS10 | Using GGNN to recommend log statement level | Li, Mingzhe; Pei, Jianrui; He, Jin; et al. | 2019 |

| RS11 | Detecting Code Clones with Graph Neural Network and Flow-Augmented Abstract Syntax Tree | Wang, Wenhan; Li, Ge; Ma, Boj et al. | 2020 |
RS12 | FuncGNN: A graph neural network approach to program similarity Nair, Aravind; Roy, Avijit; Meinke, Karl 2020
RS13 | Learning to Represent Programs with Heterogeneous Graphs ‘Wang, Wenhan; Zhang, Kechi; Li, Ge; et al. 2020
RS14 | Learning to map source code to software vulnerability using code-as-a-graph Suneja, Sahil; Zheng, Yunhui; Zhuang, Yufan; et al. 2020

| RS15 | Learning semantic program embeddings with graph interval neural network | Wang, Yu; Wang, Ke; Gao, Fengjuan; et al. | 2020 |

| RS16 | Deep Program Structure Modeling Through Multi-Relational Graph-based Learning | Ye, Guixin; Tang, Zhanyong; Wang, Huanting et al. | 2020 |
RS17 | Code C with Graph C and Capsule Networks Haridas, Poornima; Chennupati, Gopinath; Santhi, Nandakishore; et al. | 2020
RS18 | ProGraML: Graph-based Deep Learning for Program Optimization and Analysis Cummins, Chris; Fisches, Zacharias V; Ben-Nun, Tal; et al. 2020
RS19 | Improved code summarization via a graph neural network LeClair; Alexander Haque; Sakib Wa; et al. 2020

| Rs20 | LambdaNet: Probabilistic Type Inference using Graph Neural Networks | Wei, Jiayi; Goyal, Maruth; Durrett, Greg; et al. | 2020 |

| Rs21 | Learning to Fix Build Errors with Graph2Diff Neural Networks | Tarlow, Daniel; Moitra, Subhodeep; Rice, Andrew; et al. | 2020 |

| Rs22 | MISIM: A Neural Code Semantics Similarity System Using the Context-Aware Semantics Structure | Ye, Fangke; Zhou, Shengtian; Venkat, Anand; et al. | 2020 |

| Rs23 | HOppity : LEarning GRaph TRansformations DEtect and FIx BUgs in PRograms | Tech, Georgia; Wang, Ke | 2020 |
RS24 | Modeling Functional Similarity in Source Code with Graph-Based Siamese Networks Mehrotra, Nikita; Agarwal, Navdha; Gupta, Piyush; et al. 2021
RS25 | Code Completion by Modeling Flattened Abstract Syntax Trees as Graphs ‘Wang, Yanlin; Li, Hui 2021
RS26 | deGraphCS: Embedding Variable-based Flow Graph for Neural Code Search Zeng, Chen; Yu, Yue; Li, Shanshan; et al. 2021

| Rs27 | CoCoSum: Contextual Code Summarization with Multi-Relational Graph Neural Network | Wang, Yanlin; Shi, Ensheng; Du, Lun; et al. | 2021 |

| Rs28 | Software Vulnerability Detection via Deep Learning over Dis Code Graph | Zhuang, Yufan; Suneja, Sahil; Thost, Veronika; et al. | 2021 |
RS29 | Graph Conditioned Sparse-Attention for Improved Source Code Understanding Cheng, Junyan; Fostiropoulos, Iordanis; Boehm, Barry 2021
RS30 | Learning to Extend Program Graphs to Work-in-Progress Code Li, Xuechen; Maddison, Chris J.; Tarlow, Daniel 2021
RS31 | GN-Transformer: Fusing Sequence and Graph for Improved Code S Cheng, Junyan; Fostiropoulos, Iordanis; Boehm, Barry 2021

| Rs32 | Transformer-XL with Graph Neural Network for Source Code Summarization | Zhang, Xiaoling; Yang, Shouguo; Duan, Lugian; et al. | 2021 |

| Rs33 | Vulnerability Detection in C/C++ Source Code With Graph Representation Learning | Wu, Yuelong; Lu, Jintian; Zhang, Yuny; et al. | 2021 |
R$34 | Combining Graph-Based Learning With Automated Data Collection for Code Vulnerability Detection Wang, Huanting; Ye, Guixin; Tang, Zhanyong; et al. 2021
RS35 | Graphs based on IR as Representation of Code Faustino, Anderson 2021
RS36 | BugGraph: Differentiating Source-Binary Code Similarity with Graph Triplet-Loss Network Ji, Yuede; Cui, Lei; Huang, H. Howie 2021

| RS37 | GRAPHSPY: Fused Program Semantic Embedding through Graph Neural Networks for Memory Efficiency | Guo, Vixin; Li, Pengcheng; Luo, Yingwei; et al. | 2021 |

| Rs38 | Leaning Code Using Multi based Graph Networks | Ma, Guixiang; Xiao, Yao; Capota, Mihai; et al | 2021 |
RS39 | Student Program Classification Using Gated Graph Attention Neural Network Lu, M; Wang, Y;; Tan, D;; et al. 2021
RS40 | Software Defect Prediction for Specific Defect Types based on Code Graph Xu, Jiaxi; Ai, Jun; Shi, Tao 2021
RS41 | DeepWukong; Statically Detecting Software Vulnerabilities Using Deep Graph Neural Network Cheng, Xiao; Wang, Haoyu; Hua, Jiay 2021

| Rs42 | Self-Supervised Bug Detection and Repair | Allamanis, Miltiadis; Jackson-Flux, Henry; Brockschmidt, Marc | 2021 |

| Rs43 | On the generalizability of Neural Program Models with respect to semantic-preserving program trz | Rabin, Md Rafiqul Islam; Bui, Nghi D. Q; Wang, Ke; et al. | 2021 |
RS44 | Bin2vec: learning representations of binary executable programs for security tasks Arakelyan, Shushan; Arasteh, Sima; Hauser, Christophe; et al. 2021
RS45 | Universal Representation for Code Liu, Linfeng; Nguyen, Hoan; Karypis, George; et al. 2021
RS46 | Multi-View Graph ion for Language Processing: An Investigation into Algorithm Detection Long, Ting; Xie, Yutong; Chen, Xianyu; et al. 2022

| Rs47 | Algorithm Selection for Software Verification using Graph Attention Networks | Leeson, Will; Dwyer, Matthew B. | 2022 |

| Rs48 | Turn Tree into Graph: Automatic Code Review via Simplified AST Driven Graph Convolutional Network | Wu, B; Liang, B; Zhang, X. | 202 |
RS$49 | Precise Learning of Source Code Contextual Semantics via Hierarchical Dependence Structure and Graph Attention Networks | Zhao, Zhehao; Yang, Bo; Li, Ge; et al. 2022
RS50 | Graph Neural Network for Source Code Defect Prediction Sikic, Lucija; Kurdija, Adrian Satja; Viadimir, Klemo; et al. 2022
RS51 | Vulmg; A Static Detection Solution For Source Code Vulnerabilities Based On Code Property Graph and Graph Attention Network | Haojie, Zhang; Yujun, Li; Yiwei, Liu; et al. 2022

| Rs52 | GCN2defect : Graph Convolutional Networks for SMOTETomek-based Software Defect Prediction | Zeng, Cheng; Zhou, Chun Ying; Ly, Sheng Kai; et al. | 2022 |

\ RS53 \ HEAT: Hyperedge Attention Networks \ Georgiev, Dobrik; Brockschmidt, Marc; Allamanis, Miltiadis \ 2022 \

Table A.2 Selected research studies for SLR
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A.6 Journals and conferences names of studies

Journal or Conference Name Full Name

‘ AAAI ‘ Association for the Advancement of Artificial Intelligence ‘
‘ ArXiv ‘ ArXiv ‘
‘ CCSs ‘ Computer and Communications Security ‘
‘ CCwC ‘ Computing and Communication Workshop and Conference ‘
‘ Cybersecurity ‘ Cybersecurity ‘
‘ DAC ‘ Design Automation Conference ‘
‘ DSA ‘ Dependable Systems and Their Applications ‘
‘ ESEM ‘ Empirical Software Engineering and Measurement ‘
‘ ICBD ‘ International Conference on Big Data ‘
‘ ICCWAMTIP ‘ International Computer Conference on Wavelet Active Media Technology and Information Processing ‘
‘ ICLR ‘ International Conference on Learning Representations ‘
‘ ICML ‘ International Conference on Machine Learning ‘
‘ ICPC ‘ International Conference on Program Comprehension ‘
‘ ICSEW ‘ International Conference on Software Engineering Workshops ‘
‘ ICST ‘ International Conference on Software Testing, Verification and Validation ‘
‘ ICTAI ‘ International Conference on Tools with Artificial Intelligence ‘
‘ IEEE Access ‘ IEEE Access ‘
‘ ISSRE ‘ International Symposium on Software Reliability Engineering ‘
‘ IST ‘ Information and Software Technology ‘
‘ JSS ‘ Journal of Systems and Software ‘
‘ LNAI ‘ Lecture Notes in Artificial Intelligence ‘
‘ NIPS ‘ Neural Information Processing Systems ‘
‘ OIA ‘ Open Innovations Association ‘
‘ PACMPL ‘ Proceedings of the ACM on Programming Languages ‘
‘ PACT ‘ Parallel Architectures and Compilation Techniques ‘
‘ SANER ‘ Software Analysis, Evolution, and Reengineering ‘
‘ SBLP ‘ Brazilian Symposium on Programming Languages ‘
‘ SMC ‘ International Conference on Systems, Man, and Cybernetics ‘
‘ TIFS ‘ IEEE Transactions on Information Forensics and Security ‘
‘ TOSEM ‘ Transactions on Software Engineering and Methodology ‘
‘ TSE ‘ IEEE Transactions on Software Engineering ‘

Table A.3 Journals and Conferences Names
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